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Disaster Recovery Strategies on AWS

* High Availability (HA) and Disaster Recovery (DR)
* RTO/RPO

 Strategies for Disaster Recovery in AWS



Multi-AZ for High Availability (HA)
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Multi-AZ for Disaster Recovery (DR) SR,
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Multi-Region for Disaster Recovery (DR)

Each AWS Region has multiple AZs
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Recovery Point and Recovery Time Objective (RPO/RTO) CMC?SQCOM

How much data can you afford to How quickly must you recover?
recreate or lose? What is the cost of downtime?
Disaster
Recovery Point (RPO) Recovery Time (RTO)

Data loss Down time



Recovery Time Objective (RTO) WS,
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Recovery Point Objective (RPO) WS,
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active/passive

Backup & Warm Multi-site
Restore Pilot Light standby active/active

RPO / RTO: RPO / RTO: RPO / RTO: RPO / RTO:
Hours 10s of minutes Minutes Near real-time
Data backed up Data live Data live DEIERIYE
No services deployed Services idle Services run reduced capacity Live services

Cost $ Cost: $$ Cost $$$ Cost $$$$



Route 53 — Routing policies for active/passive
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Route 53 — Routing policies for active/passive %
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Route 53 — Routing policies for active/passive %
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Route 53 — Routing policies for active/passive %
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Strategy: Multi-Site Active/active
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Strategies for Disaster Recovery ST

Backup & Pilot

Restore

RTO/RPO:
Hours

Lower priority
use cases
Solutions: Cloud
Storage, Backup
Solutions

Cost: Sto SS

Light

RTO/RPO:
10s of Minutes

Lower RTO/RPO
requirements
Solutions:
Database
Service,
Replication
Solutions

Cost: SS

RTO/RPO:

Minutes

Core Applications
and Services
Solutions: Cloud
Storage,
Database
Service,
Replication
Solutions

Cost: $SS

RTO/RPO:
Real-Time

Mission Critical
Applications and
Services

Solutions:
Database

Service,
Replication
Solutions

Cost: $SSS
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Key Takeways ST

RTO/RPO DR Demo
. Backup & restore
Disaster Recovery Multi-Stie
Warm Standby Pilot Light
R . | . . . e Multi-Regions
eSIH1eNCe High Availability
Multi-AZ

Amazon Route53

AWS services and program

AWS FIS AWS Resilience Hub

AWS Elastic Disaster Recovery _
AWS Well-Architected
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